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ABSTRACT

In this paper we tackle the following question: is it possible to predict the characteristics of the evolution of an epidemic process in a social network on the basis of the degree distribution alone? We answer this question affirmatively for several diffusion processes – Push-Pull, Broadcast and SIR – by showing that it is possible to predict with good accuracy their average evolution. We do this by developing a space efficient predictor that makes it possible to handle very large networks with very limited computational resources. Our experiments show that the prediction is surprisingly good for many instances of real-world networks. The class of real-world networks for which this happens can be characterized in terms of their neighbourhood function, which turns out to be similar to that of random networks. Finally, we analyse real instances of rumour spreading in Twitter and observe that our model describes qualitatively well their evolution.
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1. INTRODUCTION

In recent years, we have witnessed the emergence of many sophisticated web services that allow people to interact on an unprecedented scale. The wealth of data produced by these new ways of communication holds the promise to increase our understanding of human social behaviour, but a fundamental hurdle is posed by the sensitivity of these data. It could be available in principle, but its access must be severely constrained to protect the privacy of users and the confidentiality of data. In some contexts, e.g. sociological and epidemiological studies, the network topology for which the diffusion processes are to be evaluated might simply be unknown, or impossible to be determined with any accuracy. It is often possible, however, to gain relatively unconstrained access to some crude statistical information about the data. For instance, while the exact network topology of a social graph could be unavailable, some aggregate information such as its degree distribution can be disclosed and made public. A broad question arises naturally: can non-trivial conclusions about various social processes be inferred based only on such limited access to the data?

We tackle this question in the case of diffusion processes. We study some classical models of information diffusion (which we henceforth refer collectively as rumour spreading\textsuperscript{1}) – gossiping in its PUSH and PULL variants, broadcast and SIR – and ask the following question: is it possible to predict the average evolution of the epidemic as it spreads in a given real-world network on the basis of its degree distribution alone? Furthermore, given the size of current data sets, we want to perform such a prediction in a space efficient manner, to make the prediction for very large graphs possible with limited computational resources. Note that on the basis of the degree information alone, we can only hope to predict how the process will evolve on average, for there can be graphs with the same degree distribution for which the epidemic will evolve at very different speeds.

Surprisingly, we show that our goal is achievable for a large class of real-world networks. This is the class of real networks whose neighbourhood function\footnote{Partly supported by ERC StG project PAAl 250515, FET IP project MULTIPLEX 317532 and NCN grant N N206 567940.} and/or a fee. Request permissions from permissions@acm.org.
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The above discussion gives the gist of our results. Before describing them in detail, let us review the diffusion models we will be considering.

**Push, Pull and SIR.**

Gossip (a.k.a. random-call model) is a fundamental communication primitive inspired by the dynamics of viral diffusion and word-of-mouth. It comes in three guises known as PUSH, PULL and PUSH-PULL. In each, the process starts at time \( t = 0 \) with one source node with a message. The process evolves in a sequence of discrete, synchronous rounds.

In the PUSH variant, in round \( t \geq 0 \), every informed node selects a neighbour uniformly at random to which the message is forwarded. The PULL variant is symmetric, i.e., in round \( t \geq 0 \), every node that does not yet know the message selects a neighbour uniformly at random and asks for the information to be transferred, provided that the queried neighbour has it. The PUSH-PULL variant is a combination of both, in each round informed nodes execute a PUSH and uniformed ones a PULL.

From a computer science perspective these models provide simple-to-implement tools for the dissemination of information across a network [12] and for this reason they have been studied extensively in practice and theory. More generally, they provide a very simple model for the dynamics of viral diffusion that, in spite of their simplicity, can offer some insight into more realistic processes in sociology [26], economics [21], and epidemiology [20]. There is a rich theoretical literature the studies the speed of these protocols. To draw a few paradigmatic examples from a rich body of literature, Feige et al. [13] showed that, in any connected network, PUSH delivers the message to every node within \( O(n \log n) \) many rounds, where \( n \) denotes the number of nodes. These results have been extended to PUSH-PULL over random graphs with power law degree distribution with exponent \( \alpha \) in [14]. It has been shown that when \( 2 < \alpha < 3 \) the rumour spreads to almost all nodes in \( O(\log \log n) \) time, whereas when \( \alpha > 3 \) one needs \( \Omega(\log n) \) rounds. In a series of relatively recent papers [11, 10, 15] a tight relationship was established between the speed of diffusion of PUSH-PULL and the conductance of the network, denoted as \( \varphi \), culminating with the optimal \( O(\log n/\varphi) \) bound [15]. Notice that all these results are asymptotic while our focus here is different. We want to predict the expected number of informed nodes at time \( t \), on the basis of the degree distribution of the network.

In this paper we also evaluate a classical diffusion model inspired by mathematical epidemiology studies [20, 16], the SIR process. In this process, a node in the network can be either susceptible, infected or removed. At time \( t = 0 \) a single node is infected and all the others are susceptible. At time \( t \geq 0 \), infected nodes transmit at each step the rumour to each susceptible neighbour, independently with probability \( p \). After one step, nodes that were infected in the previous step are removed and stop the transmission. Notice that SIR generalizes broadcast, to which it is equivalent when \( p = 1 \). For consistency with the PUSH-PULL model we will define informed nodes in SIR as the ones either infected or removed state (i.e. the ones that already received the rumour). One of the most striking results concerning SIR is that the diffusion is governed by reproduction number \( R_0 = pd \), where \( d \) is the average degree of the nodes. In random networks with degree distribution of finite variance, \( R_0 = 1 \) is a critical threshold below which the process extinguishes before infecting a negligible fraction of the nodes. For \( R_0 > 1 \), instead, the process grows exponentially fast. Such threshold effect is absent in certain random graphs with scale-free (for instance power law) degree distribution [8].

These rumour spreading processes can be regarded as the simplest models for information (or epidemic) diffusion. We can now describe our results and methods more precisely.

**Problem definition, methodology and results.**

The goal of the paper is to develop a space-efficient predictor that is capable of estimating as precisely as possible the expected number of infected nodes at time \( t \) when an epidemic spreads across a real-world social network, where the expectation is taken over all possible runs of the diffusion process under consideration. The input to the predictor is not the network itself but its degree distribution only.

A recent paper by Goel et al. [16] shows that the well-known random configuration model can be surprisingly good at predicting qualitatively the shape and evolution of viral processes in Twitter. We explore this insight further by adopting the configuration model as the basis for our predictor. In a nutshell, our approach is, first, to develop a provably exact and space-efficient estimator for the configuration model and, second apply it to real-world networks.

Let us recall the definition of the configuration model [37, 16]. We are given \( m \) stubs, \( m \) an even number, partitioned into \( n \) buckets according to a given degree sequence \( D := (d_1, d_2, \ldots, d_n) \), where \( d_i \) is the number of stubs in bucket \( i \), i.e., the degree of node \( i \) in the graph. An undirected (multi)graph is generated by the following random process: a pair of stubs is chosen uniformly at random; let \( i \) and \( j \) be the buckets these stubs belong to; an edge connecting nodes \( i \) and \( j \) is inserted in the (multi)graph. The procedure is repeated until there are no more free stubs. Observe that \( m \) is even so this procedure ends. The model can be easily generalized to the case of directed (multi)graphs.

In contrast to real social networks, random graphs generated by the configuration model have very few triangles. And yet, as the results in [16] and in this paper show, it can be the basis for accurate predictions of diffusion processes in real-world networks. A very positive feature of the model is its simplicity, which opens the way to a rigorous mathematical analysis. We will make use of this feature by proving that our space-efficient estimator is exact for the configuration model.

By using a random graph model our problem becomes mathematically well-defined: given a degree distribution \( D \), we want to estimate, for each time \( t \), the expected number of nodes that are informed by rumour spreading in a random graph drawn from the configuration model with degree distribution \( D \), starting from a random source.

Notice now that this problem admits a trivial solution via sampling: it is enough to generate “many” random graphs with the given degree distribution and, for each one of them, to simulate rumour spreading (itself a random process) “many” times. If we accumulate the results by computing averages for each value of \( t = 0, 1, \ldots \) by the law of large numbers the averages will converge to the expected values. We shall refer to this procedure as the naïve estimator.

The naïve estimator can be easily parallelized, as each sample is independent, but has one clear bottleneck: space. The scale of current social networks would force the use ex-
ternal memory – namely disk storage – unless special hardware is available, resulting in prohibitive running times. Moreover, the naive predictor cannot scale efficiently in distributed computation paradigms like MapReduce, due to the network communication bottleneck, as such paradigms are not suited to run jobs that requires a large shared memory (i.e., the graph).

In this paper, we develop a predictor along the same lines of the naive estimator, but such that, by generating each graph locally “on the fly”, it can keep everything in main memory even for very large graphs. In terms of space, our predictor needs only $O(n)$ instead of $O(n + m)$ space which for real-world social graphs is a very significant improvement ($m$ denotes number of edges in the graph). For undirected graphs, further optimization is possible which allows spectacular savings in memory usage. To give a rough idea, storing the entire Facebook network would require 480GB of memory\(^2\), whereas our estimator can be run on less than a gigabyte of memory.

The design of such space efficient algorithms poses interesting algorithmic challenges. In particular the algorithms need to be able to sample a constantly changing distribution in an efficient way. To this end we develop a simple variation of the well-known Walker’s method [35] (see Appendix A) which proves to be practically very efficient.

More specifically, our results are as follows. We develop a predictor such that, given as input a degree distribution:

- It gives the correct prediction for our diffusion processes in the configuration model, i.e., given a degree distribution \( D \), for each time \( t \), it correctly computes the average number of nodes that are informed at time \( t \) when the rumour starts from a random source of a random graph with degree distribution \( D \);

- It gives good predictions for real-life social networks, provided that the neighbourhood function of the network is not “too far” from that of random networks with the same degree distribution. We also show the converse: when the neighbourhood functions differ the predictor performs poorly.

- It is efficient in terms of space and, in the case of undirected networks, exceptionally efficient.

In their study of the neighbourhood function, Boldi et al. show that the neighbourhood function of real networks is an informative statistics able to distinguish social graphs from the web graph [6]. More generally, as we do in this paper, it can be used to tell apart social from non-social graphs. Seen in this light our result is especially intriguing, as it shows that, in the case of gossiping and SIR, social networks behave like an average instance of a random graph.

The rest of the paper is organized as follows. In Section 2 we develop the estimator for the configuration model, and show that it is provably exact. Next section discusses how the estimator can be improved in the undirected case. In Section 4 we describe its performance, which is very good for real-life directed and undirected social networks. In Section 5 we recap and hint at possible interesting research directions stemming from our work. Finally, in Appendix A we describe the technical details of our sampling procedure.

\(^2\)Estimated as \( \log(n) \) bits per edge for this snapshot [3].

Figure 1: A privy node \( v \) during the execution of the algorithm. Solid stubs connect \( v \) to (resp. from) other privy nodes. Dashed stubs are free, i.e., represent edges that have not yet been drawn. Node \( v \) has \( \mathrm{rank}_{\mathrm{in}} = 1 \), \( \mathrm{rank}_{\mathrm{out}} = 2 \), \( \mathrm{free}_{\mathrm{in}} = 2 \) and \( \mathrm{free}_{\mathrm{out}} = 1 \).

2. MODEL FOR DIRECTED GRAPHS

In this section we develop a space efficient estimator for the configuration model [37]. In the introduction we have already defined the model for undirected graphs. The directed model that we consider here is essentially identical except that, for each vertex \( v \), we need to specify two quantities, the in and out degree, i.e., the pair \((\deg_{\mathrm{in}}(v), \deg_{\mathrm{out}}(v))\). These pairs must satisfy the obvious requirement that the sum of the in-degrees must be equal to the sum of the out-degrees. If this requirement is satisfied the sequence is called \textit{graphical}.

It is useful to think of each vertex as having \( \deg_{\mathrm{in}}(v) \) in-stubs and \( \deg_{\mathrm{out}}(v) \) out-stubs. Edges are generated by selecting without replacement a random in-stub and a random out-stub. Doing this can create parallel edges and self-loops but they make for a negligible fraction of the total number of edges when \( n \to \infty \) (by a balls-and-bins argument). Hence, the error introduced this way is negligible. Note that the efficient and unbiased generation of simple (as opposed to multi) graphs is an open problem [4].

Let us now switch to the estimator, which will be described for the \textit{push} process only for lack of space. The discussion for \textit{pull}, \textit{SIR} and broadcast (which is essentially a special case of \textit{SIR}) is similar, and omitted from this extended abstract.

In what follows by \textit{sample} we mean a run of rumour spreading for a randomly generated graph and a random source. Our goal is to execute each sample efficiently in terms of space. This is achieved by simulating rumour spreading without storing the edges of the graph. The rough idea is to generate edges in a piecemeal fashion when needed, i.e., when an edge is actually used to send the rumour across. We observe that once the edge is used for the transmission when an edge is actually used to send the rumour across. The resulting saving, as we shall see, is significant. This approach is similar to the ones used for the analysis of random graph processes [37].

Let us now describe the algorithm that executes samples in a space efficient way. For every vertex \( u \), we shall keep track of whether it is \textit{privy} (it knows the rumour) or \textit{out-of-the-loop} (it does not know the rumour) and the following quantities:

1. \( \mathrm{rank}_{\mathrm{in}}(t, v) \), the number of in-neighbours at time \( t \) that are privy;
2. \( \mathrm{rank}_{\mathrm{out}}(t, v) \), the number of out-neighbours at time \( t \) that are privy.
As discussed, the algorithm does not keep track of the edges that are generated – they are effectively forgotten. Instead, for each vertex, we will remember just how many in and out edges respectively have been generated so far, without knowing which edges exactly they represent. We can think of stubs as being used or free, and keep track of the following quantities:

1. \( \text{free}_\text{in}(t, v) \), the number of in-edges that are still undetermined at time \( t \);
2. \( \text{free}_\text{out}(t, v) \), the number of out-edges that are still undetermined at time \( t \).

In the sequel, we will drop the dependency on time, when it is clear from the context. Clearly, these quantities are somewhat redundant since \( \text{deg}_\text{in} = \text{rank}_\text{in} + \text{free}_\text{in} \) and \( \text{deg}_\text{out} = \text{rank}_\text{out} + \text{free}_\text{out} \). The algorithm for push actually stores, for each node, only the values \( \text{deg}_\text{out} \), \( \text{rank}_\text{out} \), and \( \text{free}_\text{in} \). The values \( \text{deg}_\text{in} \) are only used to initialize the values \( \text{free}_\text{in} := \text{deg}_\text{in} \), the value \( \text{rank}_\text{in} \) is not actually used. The other quantities can be simply computed from these, but it is useful to write them explicitly for clarity of exposition (see Figure 1). Likewise, it is useful for explanatory purposes to think of vertices as having in and out stubs attached to them. They are not actually stored, but they help explain the algorithm, which we do next.

Its input consists of a graphical sequence \( D \) and an integer parameter \( \tau \). Its goal is to simulate one run of rumour spreading for \( \tau \) rounds for a random graph taken from the configuration model given by degree sequence \( D \). It proceeds in a sequence of synchronous rounds \( t = 0, 1, 2, \ldots, \tau \) (in practice, as soon as all nodes become privy we can stop the simulation). Initially one node \( s \), the source, is made privy uniformly at random.

For \( 0 \leq t \leq \tau \): (Refer to Figure 2). All nodes that are privy in the current round are processed in an arbitrary order. Let \( u \) be the current privy node to be processed. One of its out-stubs is selected uniformly at random. If the stub is used nothing happens (this corresponds to the fact that the rumour will be sent to another privy node). Otherwise, the selected out-stub of \( u \) is free and becomes used. Then, a free in-stub is selected uniformly at random. Let \( v \) be the node to which this free in-stub belongs. Next, we increment \( \text{rank}_\text{out}(u) \), decrement \( \text{free}_\text{in}(v) \) and mark one of the free in-stubs of \( v \) as used. If \( v \) is out-of-the-loop, it becomes privy at round \( t + 1 \) (notice that \( v \) remains out-of-the-loop during this round and may be selected several times).

We remark once again that the graphical operations concerning stubs are not necessary for the algorithm but we describe them for clarity of exposition. In particular, we do not store the stubs explicitly, but only the quantities \( \text{deg}_\text{out} \), \( \text{rank}_\text{out} \) and \( \text{free}_\text{in} \). Note that the probability that a used out-stub is selected in round \( t \) for a given vertex \( u \) is

\[ p \leq \frac{\text{rank}_\text{out}(u)}{\text{deg}_\text{out}(u)}. \]

**Time complexity.**

We start by analysing the time needed to simulate a single round of the algorithm. We make the standard assumptions [27] that we can sample in constant time for a uniform distribution over \([0, 1]\) and that basic arithmetic operations require \( O(1) \) time.

The main difficulty in implementing a round is the selection of free in-stubs uniformly at random. This would be easy if we stored the free in-stubs explicitly, which we do not. But since we know, for each vertex, their number, we can equivalently pick a vertex with a probability proportional to the number of its free in-stubs. Performing such random selection efficiently is a non-trivial task as the probability distribution of all nodes changes at each edge drawing. This problem is known in literature as dynamic variate sampling [36, 27] and several solutions provides different space-time trade-off. As we provide more details about this operation in Appendix A, here we only summarize the most important results.

The asymptotically optimal Mathias et al. [27] algorithm implements such operations using \( O(n) \) space and in \( O(1) \) time for each in-stub selection. Wong et al. [36] presented an easy to implement \( O(n) \) size data structure that requires \( O(\log(n)) \) time per sampling. In our experiments we actually use [36] or simple variant of the Walker [35] method that we have developed and which provides almost constant time for \( O(n) \) space (more details in Appendix A).

All the remaining updates and random choices (e.g., selection of out-stubs for a given node uniformly at random) can be implemented in \( O(1) \) time per node processed. The total number of nodes processed in one step is given by the number of informed nodes. Hence this cost is equal to the number of push messages exchanged. Let \( \mu(\tau) \) be the number of messages exchanged by the rumour spreading process in the first \( \tau \) steps of the process (or up to when all nodes are informed). The complexity of the algorithm is simply \( O(\mu(\tau)) \).

Note that the exact estimation of the message complexity of push and pull is a challenging problem, for which only partial answers are known [10]. Clearly we have the trivial upper bound of \( \mu(\tau) = O(\tau \cdot n) \). On the other hand, note that the simulation of push on a given graph clearly cannot take less than \( \mu(\tau) \) time, thus proving the algorithm has the same complexity as simulating the rumour spreading process in a graph. For the pull and sir algorithms, not presented in this paper, similar argument shows that our algorithm needs \( O(\mu(\tau) + n) \) time to simulate the rumour spreading process for given graph. Nevertheless, the most important advantage of our simulation is the small space requirement, which makes it possible to run each sample in main memory. Simulating samples with external memory would make the task computationally demanding.

**Space complexity.**

The push algorithm requires for each node in the graph \( O(1) \) space to store the necessary information: in and out degrees, in and out ranks and the number of in and out free stubs. This gives \( O(n) \) space in total. To select in-stubs uniformly at random, the algorithm employs an additional data structure. As already mentioned with both Mathias et

Figure 2: The situation at time \( t \). Privy nodes are dark. Notice that stubs of out-of-the-loop nodes are all free.
al. [27] and Wong et al. [36] algorithms such data structure requires $O(1)$ space per element of the sampling set, thus the total cost is again $O(n)$. We can conclude that the algorithm requires for directed graphs $O(n)$ space. The same conclusion holds for the pull and sir algorithms.

This asymptotic analysis shows the reason why in practice the savings are quite substantial compared to representing the entire graph. We will see later that undirected graphs allow for further optimizations with very interesting results.

**Correctness of the algorithm.**

In the introduction we discussed pros and cons of the configuration model. One of the crucial properties that we pointed out is its simplicity, which opens the way to rigorous mathematical reasoning. In this section, we take full advantage of this feature by proving the correctness of the algorithm. To proceed formally with the proof we need to introduce the following definitions.

Let $D$ be a fixed graphical sequence. Consider the naive estimator, defined in the introduction: pick a random graph from the configuration model according to $D$, pick a random source inside this graph, and run rumour spreading for $\tau$ rounds. This generates a sequence of privy sets $A_i$, $i = 0, 1, \ldots, \tau$, where $A_i$ is the set of vertices that are privy at round $i$. And, let $B_i, i = 0, 1, \ldots, \tau$, the analogous sequence of privy sets generated by the algorithm for the same $D$.

**Theorem 1.** For every $i = 0, 1, \ldots, \tau$, the sets $A_i$ and $B_i$ have the same probability distribution.

For lack of space we can only sketch the proof. The details will appear in the full version of the paper. The claim of the theorem holds at the start for the sets $A_0$ and $B_0$. They contain only the source, which is selected uniformly at random in both cases.

Effectively the algorithm determines an underlying graph with degree sequence $D$ by drawing its edges when needed by the push process. As the algorithm keeps track, of the number of nodes currently informed in the neighbourhood of each node, we observe that the rumour spreading process is correctly simulated on the underlying graph produced. However, what needs to be proved is that the underlying graph is actually drawn with a probability given by the configuration model. It is actually possible to prove this for a wider class of algorithms. Consider an algorithm where the order of nodes that perform push is arbitrary, i.e., we select an arbitrary privy node with free out-stub and then we choose the destination node by taking u.a.r. a free in-stub. By applying the deferred decision principle on the choices of the in-stubs it is possible to prove that graphs obtained in this way are sampled from the configuration model distribution, which concludes the proof of Theorem 1.

**3. MODEL FOR UNDIRECTED GRAPHS**

The algorithm described in the previous section can be simplified for the case of undirected graphs. In this section we briefly sketch the main differences between the two algorithms, deferring the complete discussion to the full paper, while pointing out a remarkable feature of the undirected case namely, its economy in terms of space.

In the undirected case, each vertex only has stubs, as opposed to in- and out-stubs. Consequently we only need to keep track of the rank of a node and the number of free edges incident to it. The main difference between the directed and the undirected case is that it is convenient to use the following matrix representation to store the current state of the algorithm. We can encode the current state of all nodes in a matrix of size $O(D^2)$, where cell $(i, j)$ stores the number of nodes with degree $i$ and rank $j$. Note that only the $i \geq j$ cells are necessary. Because we still need to remember whether the node is privy or out-of-the-loop, we use two such matrices. In other words, we group nodes by degree and rank. To perform the simulation we only need the cardinality of these groups. This is also possible in the directed case, but only if the network is undirected we can achieve significant space optimization.

In particular, this is the case for graphs whose degree distribution follows a power law or heavy tail distribution, as it is typical of real social graphs [30]. In order to give an idea of the kinds of savings involved, let us assume that the degree distribution follows a power law with $\alpha > 1$ (i.e. the fraction $f(k)$ of nodes with degree $k$ is $f(k) = k^{-\alpha}Z(\alpha)^{-1}$, where $Z(\alpha)$ is a normalization constant). Information for nodes of degree $\deg(v) < \gamma$, for a carefully chosen threshold $\gamma$, is stored in two $\gamma \times \gamma$ matrices. Higher degree nodes are treated individually in a linear array (as in the previous algorithm). Let us now analyse the cost of this representation.

**Definition 1.** Let $E(\gamma)$ be the cost of the rank data structure with parameter $\gamma$. $E(\gamma) = M(\gamma) + H(\gamma)$ where $M(\gamma)$ is the cost of representing the matrices and $H(\gamma)$ is the cost for the information of the high degree nodes.

We have $M(\gamma) = \frac{1}{2}(\gamma)(\gamma + 1) = O(\gamma^2)$, while $H(\gamma) = n \sum_{k=\gamma+1}^{\infty} f(k) = O\left(n \int_{k=\gamma+1}^{\infty} x^{-\alpha} dx \right) = O(n(\gamma^{1-\alpha})$.

We can see that the minimum of $E(\gamma)$ is reached for $M(\gamma^*) = H(\gamma^*)$, which gives $\gamma^* = n^{1/\alpha}$ and optimal cost $O(n^{1+1/\alpha})$. Since $\alpha > 1$ the cost is always $o(n)$. Moreover, for real networks $\alpha$ is typically in the $(2, 4)$ range (see for instance Table II in [30]). Hence, we can achieve a significant space improvement with respect to storing the entire graph that requires $O(n + m)$ space.

To provide an understanding on the orders of magnitude of the saving, we report in Table 1, a back-of-the-envelope calculation of the number of memory cells needed by the data structure for the best gammas. We need three cells for each entry of the $\gamma^* \times \gamma^*$ matrix and three cells for each high degree node (details are omitted from this paper). The space requirements of each graph are estimated with their degree distribution follows a power law with $\alpha > 1$. In order to give an idea of the kinds of savings involved, let us assume that the degree distribution follows a power law with $\alpha > 1$ (i.e. the fraction $f(k)$ of nodes with degree $k$ is $f(k) = k^{-\alpha}Z(\alpha)^{-1}$, where $Z(\alpha)$ is a normalization constant). Information for nodes of degree $\deg(v) < \gamma$, for a carefully chosen threshold $\gamma$, is stored in two $\gamma \times \gamma$ matrices. Higher degree nodes are treated individually in a linear array (as in the previous algorithm). Let us now analyse the cost of this representation.

**Definition 1.** Let $E(\gamma)$ be the cost of the rank data structure with parameter $\gamma$. $E(\gamma) = M(\gamma) + H(\gamma)$ where $M(\gamma)$ is the cost of representing the matrices and $H(\gamma)$ is the cost for the information of the high degree nodes.

We have $M(\gamma) = \frac{1}{2}(\gamma)(\gamma + 1) = O(\gamma^2)$, while $H(\gamma) = n \sum_{k=\gamma+1}^{\infty} f(k) = O\left(n \int_{k=\gamma+1}^{\infty} x^{-\alpha} dx \right) = O(n(\gamma^{1-\alpha})$.

We can see that the minimum of $E(\gamma)$ is reached for $M(\gamma^*) = H(\gamma^*)$, which gives $\gamma^* = n^{1/\alpha}$ and optimal cost $O(n^{1+1/\alpha})$. Since $\alpha > 1$ the cost is always $o(n)$. Moreover, for real networks $\alpha$ is typically in the $(2, 4)$ range (see for instance Table II in [30]). Hence, we can achieve a significant space improvement with respect to storing the entire graph that requires $O(n + m)$ space.

To provide an understanding on the orders of magnitude of the saving, we report in Table 1, a back-of-the-envelope calculation of the number of memory cells needed by the data structure for the best gammas. We need three cells for each entry of the $\gamma^* \times \gamma^*$ matrix and three cells for each high degree node (details are omitted from this paper). The space requirements of each graph are estimated with their degree distribution follows a power law with $\alpha > 1$. In order to give an idea of the kinds of savings involved, let us assume that the degree distribution follows a power law with $\alpha > 1$ (i.e. the fraction $f(k)$ of nodes with degree $k$ is $f(k) = k^{-\alpha}Z(\alpha)^{-1}$, where $Z(\alpha)$ is a normalization constant). Information for nodes of degree $\deg(v) < \gamma$, for a carefully chosen threshold $\gamma$, is stored in two $\gamma \times \gamma$ matrices. Higher degree nodes are treated individually in a linear array (as in the previous algorithm). Let us now analyse the cost of this representation.

**Definition 1.** Let $E(\gamma)$ be the cost of the rank data structure with parameter $\gamma$. $E(\gamma) = M(\gamma) + H(\gamma)$ where $M(\gamma)$ is the cost of representing the matrices and $H(\gamma)$ is the cost for the information of the high degree nodes.

We have $M(\gamma) = \frac{1}{2}(\gamma)(\gamma + 1) = O(\gamma^2)$, while $H(\gamma) = n \sum_{k=\gamma+1}^{\infty} f(k) = O\left(n \int_{k=\gamma+1}^{\infty} x^{-\alpha} dx \right) = O(n(\gamma^{1-\alpha})$.

We can see that the minimum of $E(\gamma)$ is reached for $M(\gamma^*) = H(\gamma^*)$, which gives $\gamma^* = n^{1/\alpha}$ and optimal cost $O(n^{1+1/\alpha})$. Since $\alpha > 1$ the cost is always $o(n)$. Moreover, for real networks $\alpha$ is typically in the $(2, 4)$ range (see for instance Table II in [30]). Hence, we can achieve a significant space improvement with respect to storing the entire graph that requires $O(n + m)$ space.

The data for Facebook (world) is referred to a snapshot of Facebook with 7.2 x $10^8$ active users and 1.4 x $10^{10}$ edges, analysed by Backstrom et al. [3]. While we do not have access to the graph, for obvious reasons, the degree distribution was made available by Ugander et al. [33]. Perhaps, this is another confirmation that the access to such statistical information for the research community is easier than the access to the graph.

Note that with [36] algorithm, the additional data structure required to sample edges in such huge graph easily fits in less than 300 MB of memory. This justifies our claim in the introduction that less than 1 GB of memory is sufficient to run our algorithms on such huge graph.
4. EVALUATION

In this section we evaluate the predictive power of our model in real social networks. We have executed the following experiments whose goal is to compare the actual process with the prediction of our estimator. Given a specific real network \( G \) we use it to compute the ground truth by means of the naïve estimator described in the introduction: for \( 0 \leq t \leq \tau \), we compute the expected number of privy nodes at time \( t \) by simulating the rumour spreading process on the graph \( \tau \) times. The same approach is used to determine the output of the predictor.

The number \( r \) of samples necessary for a certain precision can be determined by standard statistics techniques. Roughly, the variance of the process can be determined empirically through sampling. Knowing the variance, a standard application of the central limit theorem, provides an estimation of the number of samples necessary. Concretely, in the pull process for instance, a confidence interval of \( \pm 0.5\% \) of the nodes in the graph, with probability 0.95, requires for the ground truth approximately between 300 and 5,000 samples depending on the network. On the other hand between 1,000 and 5,000 samples are needed for the predictor. However, to show the most accurate results possible, we have used a number of samples that greatly exceed these numbers, as in most graphs we employed 10,000 samples.

All the diffusion processes analysed can spread the information only to nodes connected to the starting node. For this reason, to be able to measure the accuracy of the estimator in a reliable way, we restrict the analysis to the largest strongly connected component in each graph. Otherwise, depending on the starting node, the number of informed nodes at the end of the process would vary greatly in a way that is not related to the actual rumour spreading process.

Accuracy measures.

The literature on prediction accuracy is vast and several different measures have been defined (see [17] for instance). In this paper, we report results for two well-known measures: the \( L_2 \) distance and the Mean Absolute Percentage Error, or MAPE [17].

To introduce formally the accuracy measures employed let us begin with the following definition.

**Definition 2.** For \( t = 0, \ldots, \tau \), let \( s_t \in R \) be the average number of nodes informed time step \( t \) in the rumour spreading process (i.e., the ground truth). Similarly, at the same time let \( p_t \in R \) be the average number of nodes informed as predicted by the algorithm.

Note that for consistency of notation, for SIR, we define \( s_t \) and \( p_t \) as the number of nodes currently in state infected or removed at time \( t \) – i.e. the nodes that have received the rumour – in the ground-truth and in the prediction, respectively.

Given these definitions, the well-known \( L_2 \) distance of the two series is defined as

\[
L_2(S, P) = \sqrt{\sum_{t=1}^{T} |s_t - p_t|^2}.
\]

The \( L_2 \) distance intuitively measures how far the two curves are from each other in the plane. An \( L_2 \) value of 0 shows a perfectly correct prediction (i.e., \( s_t = p_t \) for all \( t \)) while the maximum error is unbounded. As the two curves \( s_t \) and \( p_t \) range in \([0,n]\), the \( L_2 \) distance clearly depends on the size of the graph and is not well suited to compare directly the prediction error across different graphs (we can expect larger errors on larger graphs). If we consider, however, the two curves scaled down by \( n \), i.e., the fraction of nodes informed in each time step, both \( \frac{s_t}{n} \) and \( \frac{p_t}{n} \) will range in \([0,1]\) and the \( L_2 \) distance applied to the two scaled vectors will be not dependent on the size of the graph any more. Notice that this measure is exactly equivalent to dividing the \( L_2 \) distance of the two (unscaled) curves by \( n \). For this reason, in this section we report the \( L_2 \) distance value normalized by the number of nodes.

To complement our analysis we assess the prediction error with another widely-used measure, the Mean Absolute Percentage Error, or MAPE [17], which is defined as follows

\[
\text{MAPE}(S, P) = \frac{1}{T} \sum_{t=1}^{T} \left| \frac{s_t - p_t}{s_t} \right|.
\]

The measure intuitively assesses the average percentage of the prediction error with respect to the ground truth and contrary to the \( L_2 \) distance it does not require normalization.

While easy to interpret, the use of MAPE (or any other measure based on averages such as RMSPE, GMRAE to name a few [17]) requires a certain care in our context.

Observe that in push and pull \( s_t \) converges to \( n \) for \( t \to \infty \), but it never reaches this value because the probability that there is an uninfomed (out-of-the-loop) node is always non-zero. To see why this is problem, consider the trivial prediction: \( p_t = n \) uniformly for all \( t \). For large enough \( t \), \( s_t \) is arbitrary close to \( n \) (in connected graphs) and thus the MAPE of the trivial prediction converges to 0 as \( T \) tends to infinity. Similar considerations apply to SIR where \( s_t \).

In order to overcome this problem we need to compute MAPE for a fixed, and finite, interval \([0,T]\). Intuitively, we want to measure the MAPE only for the part of the curve that is informative – i.e. when the process is still evolving. For this reason we report MAPE for the range \([1,T(e)]\) where \( T(e) \), in the push and pull case, is defined as the largest time for which the ground truth has at most \((1 - \epsilon)n\) informed nodes. Similarly for SIR, where the ground-truth curve \( s_t \) converges for \( t \to \infty \) to certain value \( \delta \) in \([0,n]\) we define \( T(e) \) as the largest time in which at most \((1 - \epsilon)\delta\) nodes informed. We estimate \( \delta \) by executing the process for a large \( \tau \) number of steps after which a negligible fraction of nodes are still actively infected in expectation. By choosing \( \epsilon \), for instance in the interval \([1\%,5\%]\), we can evaluate the
prediction for the interesting part of the trajectory of the process. In Table 3 we report values for MAPE using $\epsilon = 2\%$.

**Random graphs.**

In this section we report the performance of our predictor for the configuration model. Figure 3 exemplifies the results obtained for directed graphs: confirming Theorem 1 the prediction is essentially perfect (the results in the undirected case are similar). The plots show the outcome of a simulation for which the degree sequence was extracted from a Slashdot snapshot [24]. In both this picture and the following the time represents the number of steps in the process. Both prediction and the actual process have been averaged over 100 random graphs for which we run 100 times the rumour spreading process. We obtained the following $L_2/n$ values for the three processes: 0.0014 for PUSH, 0.0345 for PULL and 0.0005 for SIR. Note that we observed that the PULL and SIR process exhibits an higher variance than PUSH and this is reflected by the higher $L_2$ norm. Intuitively, this is determined by the large dependence on the degree of the source node in the first steps of the process with respect to the PUSH process. Finally, we need to state that in a series of experiments we have observed that the evolution of the process depends strongly on the degree distribution when $n$ and $m$ are fixed – the results will be included in the full version of the paper.

**Real networks.**

Let us now discuss the predictions of the model for real networks. We consider both graphs whose nodes and edges represent people and human relationships (henceforth social graphs) and graphs whose nodes do not represent human beings (non-social). Our social graphs can be roughly divided into several groups by their origin:

- **Friendship and trust networks**: to this group belong snapshots of the undirected trust network of Epinions [31]; the undirected friendship networks of Facebook [34] (New Orleans community) and Renren [18]; and the directed friendship networks of Pokec [32], LiveJournal [9] and Slashdot [24];

- **Collaboration networks**: here belong the undirected co-authorship networks in astrophysics (AstroPh [23]) and computer science (DBLP [7]); and the directed communication network of Wikipedia’s users (WikiTalk [22]);

- **Email networks**: undirected email exchange networks of Enron [24] and of a research institution (EvaAll [23]);

- **Web networks**: here we have directed snapshots of the Notre Dame university (NotreDame [1]), Stanford university (Stanford [24]) and Google [24] websites and a crawl of the pages of Stanford and Berkeley university (BerkStan [24]);

- **Product networks**: here belong a directed product co-purchasing network form Amazon websites (Amazon [21]).

- **Road networks**: here we consider a directed graph representing the connections of the roads of California (RoadNet [24]).

All graphs analysed are available online or on request. For each graph, we considered only the largest (strongly) connected component. Light and dark grey cells represents, respectively, social and non-social networks.

| Graph      | $|V|$  | $|E|$  | $d_{eff}$ | $cc$   | $\phi$   |
|------------|------|------|----------|-------|---------|
| AstroPh    | 17001 | 393944 | 5.05     | 0.63  | $1.01 \times 10^{-4}$ |
| DBLP       | 805021 | 6418218 | 7.35     | 0.65  | $4.41 \times 10^{-4}$ |
| Epinions   | 32223  | 443506 | 5.34     | 0.24  | $4.00 \times 10^{-4}$ |
| Enron      | 33096  | 364622 | 4.82     | 0.51  | $4.52 \times 10^{-4}$ |
| EvaAll     | 34204  | 151132 | 4.35     | 0.26  | $9.38 \times 10^{-4}$ |
| Facebook   | 59691  | 1456818 | 5.14    | 0.24  | $2.13 \times 10^{-4}$ |
| LiveJournal| 3828682 | 65349587 | 6.70     | 0.31  | $2.40 \times 10^{-4}$ |
| Pokec      | 1304537 | 29183655 | 5.85    | 0.12  | $3.45 \times 10^{-4}$ |
| Renren     | 33294  | 1410496 | 4.26     | 0.20  | $3.22 \times 10^{-4}$ |
| Slashdot   | 71307  | 8412101 | 4.77     | 0.07  | $2.33 \times 10^{-4}$ |
| Wiki-Talk  | 111881 | 1477893 | 3.97     | 0.18  | $1.60 \times 10^{-4}$ |
| Amazon     | 241761 | 1131217 | 25.5     | 0.40  | $4.27 \times 10^{-4}$ |
| BerkStan   | 334857 | 4527232 | 16.21    | 0.64  | $1.55 \times 10^{-4}$ |
| Google     | 443818 | 3419124 | 13.99    | 0.64  | $4.56 \times 10^{-4}$ |
| NotreDame  | 53968  | 290228 | 14.27    | 0.55  | $1.29 \times 10^{-4}$ |
| Stanford   | 150532 | 1576314 | 16.31    | 0.64  | $1.47 \times 10^{-4}$ |
| RoadNet    | 1957027 | 5520776 | 503.44   | 0.05  | $2.04 \times 10^{-4}$ |

Table 2: Properties of the graphs analysed. For all graphs we consider only the biggest (strongly) connected component. Light and dark grey cells represents, respectively, social and non-social networks.

3Available at snap.stanford.edu/snap, the same website provided many of the graphs used.
other social graph classes, the prediction error is comparably larger, but still is qualitatively close to the ground-truth. In particular for some instances of collaboration networks such as DBLP and the mail networks (EuAll, Enron) it works rather well.

In sharp contrast, the prediction in non-social graphs (web graphs, product networks and road networks) is very inaccurate. Figure 6 exemplifies these findings in the case of PUSH. Similar results are obtained for PULL and SIR (omitted from this extended abstract). In all the reported experiments involving SIR we report the experiments where the parameter $p$ was set such that the reproduction number $R_0 = pd$ is 1. Similar results are obtained for other parameter settings.

Table 3 reports the MAPE and $L_2$ errors for all our networks.

For each network we have averaged over 10,000 samples, except for LiveJournal for which 1,000 samples were used due to running time constraints. The number of steps simulated was $\tau = 3,000$, after which the all processes simulated change by only a negligible fraction in expectation.

**Discussion.**

The sharp distinction in the prediction accuracy between social and non-social graphs is intriguing as it suggests that the two classes of graphs behave differently with respect to the rumour spreading process. The former shows a close similarity to the evolution of the rumour spreading processes in the configuration model graphs while the latter does not. Is there some specific property of these type of networks that makes our prediction accurate?

Several properties are known to distinguish friendship graphs from non-social networks: diameter (look at Table 2), assortativity [28]\(^4\), and compressibility [7], some of which has been already reported to influence epidemic processes [5].

But the key to interpret the results is the neighbourhood function [6]. The neighbourhood function $f_C(t)$ of a graph $G = (V, E)$, for $t \in \{1, \ldots, n\}$, is a defined as the number of ordered node pairs $(u, v)$ such that $v$ can be reached from $u$ by a directed path of length at most $t$. This function, and in particular its so-called index of dispersion [6], has been shown to be able to tell apart social graphs from the web graph. Hence it is a good candidate to explain the different behaviour observed in our experiments.

Moreover, consider the SIR process with probability of transmission 1 (i.e., the broadcast). It is possible to prove that the expected number $s_t$ of nodes informed at time $t$, for a u.a.r. chosen source node, is linearly related to the neighbourhood function $f_C(t)$ of the graph, more precisely $s_t = f_C(t)$.

Hence, if we observe that a real network $G$ has a neighbourhood function that closely resemble that of an average instance of configuration model graphs with the same degree distribution, this would imply that our prediction for the broadcast process in such network is accurate. The opposite is also true, the broadcast process in a graph with a neighbourhood function very different (in a way that has to be formally specified) with respect to the configuration model graphs will be predicted inacurately by our model. Notice that this mathematical implication holds only for the broadcast model. However, in any of the process evaluated (PUSH, PULL and SIR with arbitrary probability) it is still possible to notice that the expected number of nodes informed $s_t$, starting from a random source, is upper-bounded by the neighbourhood function, more precisely $s_t \leq f_C(t)$.

It is hence possible to expect a close relationship between the similarity of the neighbourhood function of a graph with that of configuration model graphs and the precision of our prediction method in such graph. We tested this hypothesis with the following experiment. For each real graph $G$, we computed the neighbourhood function $f_C(t)$ of the graph and the average neighbourhood function over random configuration model graphs with the same degree distribution as $G$. Then we measured the distance between the two functions (for instance with the $L_2$ norm) and compared this distance with our prediction error.

The main message is exemplified by Figure 7. On the left hand side we see what happens for the Slashdot network: its neighbourhood function is very close to that of a random network and the prediction of the average number of infected nodes (in this case by SIR) is very accurate. In contrast, on the right, we see that when the neighbourhood functions are far apart the prediction is off. Notice that for the random networks we use the average of the neighbourhood function over 10 instances of the configuration model. In both real and random graphs we compute the neighbourhood function using the method of Boldi et al. [6].

Table 3 reports the full data of our experiments. The results show a clear and strong correlation between the distance of the two functions and the approximation error. The last two columns in the table report the distance of the two neighbourhood functions for our real networks. Notice that the distance is much higher in non-social graph than in social graph (for instance $L_2/n$ is at most $\sim 0.6$ in the former and at least $\sim 1.4$ in the latter).

To further validate the hypothesis, for the 17 real graphs in our dataset, we tested the Pearson correlation coefficient between the $L_2/n$ distance of $f_C(t)$ and $c_C(t)$ in a graph $G$ and the MAPE error of the prediction. This coefficient is 0.98, 0.98, 0.97 for PUSH, PULL and SIR, respectively. We
considered that our work points to. We run an additional experiment to verify the predictive power of our model in real networks. In their study Goel et al. [16] introduce a scalar quantity called structural virality and argue that to some extent it captures the shape of a diffusion process. Consider a diffusion tree $T$ where an edge $(u,v)$ is present if $u$ informed $v$. The virality of the tree $T$ is defined as

$$v(T) = \frac{1}{n(n-1)} \sum_{i,j} d_{ij},$$

where $d_{ij}$ is the distance in the tree of the nodes $i$ and $j$. They find this measure to be close in the case of real twitter propagations and SIR in the configuration model.

This measure can be computed efficiently on-the-fly in our framework without affecting the computational complexity of our algorithms. In particular we run the following experiment for the SIR model on our social networks. The results show that the average virality predicted by our model is close to the one observed in the ground-truth process.

In our social graphs (see Table 4) the relative error with the ground-truth in the estimation of the virality is between $\sim 1\%$ in Livejournal to $\sim 35\%$ in Pokec. This shows that the model is able to predict qualitatively well not only the average number of informed nodes at each time step but also the viral structure of the diffusion.

### Real rumours.

Finally, we have also analysed some real instances of rumour spreading in Twitter. We have collected the tweets for selected hashtags that are related to instances of viral information diffusions. For each of the rumours we tried to fit the prediction of the SIR model on a configuration model graph with power law distribution to the real data with a linear transformation. Figure 5 shows the fraction of nodes informed in the actual twitter process (with respect to the peak value) and in the fitted SIR one. Similar to the experiments in [16] we run SIR on a configuration model graph with power law distribution (we used the Snapshot degree distribution as a reference). In all instances we used the same SIR estimation obtained with parameter $R_0 = 1$ and optimized the linear transformation for the lowest $L_2$ error.

Notice that the parameters of the linear transformation that best fit the process varies from rumour to rumour (as the number of informed nodes and the speed of the diffusion can be vastly different) so this result is clearly not to be intended that a single instance of SIR can predict all instances of rumour diffusions in Twitter. The takeaway observation however is that the SIR model on configuration model graph qualitatively matches the evolution of some viral rumours in real networks, as previously observed by S. Goel et al. [16], thus further validating our approach.

### 5. CONCLUSIONS

In this paper we have developed a space efficient estimator that is able to predict with good accuracy the average growth of rumour spreading in a given social network. The results are especially accurate for friendship and trust networks. Remarkably, in our opinion, the only information that the predictor needs is the degree distribution of the network. The estimator is based on the configuration model, for which it was formally proven to be correct. We would like to remark that we will make the code and our results available online when the paper is published. This could facilitate to explore the following further avenues of research that our work points to.

---

5For instance tweets related to important world-wide events, e.g., tweets containing hashtag #conclave in the latest Pope election.
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The first question is whether it is possible to come up
with much more compact predictors, for instance based on
systems of differential equations [29]. Another interesting
direction is to consider a similar approach but for other dif-
fusive processes. For which processes can we predict their
growth based only on limited information? In addition, it
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The web graph Stanford shows a substantially di-

Figure 6: Prediction for the push model. Epinions and Slashdot exemplify the very good prediction obtained for friendship
and trust networks; the performance for DBLP is typical of email networks and the worst instances of collaboration networks;
finally, Amazon shows the typical result for non social networks.

(a) Epinions (b) Slashdot (c) DBLP (d) Amazon

Figure 7: Neighbourhood function and prediction for sir in social and non-social graphs. Notice how the social graph
Slashdot shows both a Neighbourhood function close to the average one in configuration model graphs and good prediction.
The web graph Stanford shows a substantially different neighbourhood function with respect to configuration model and a
poor prediction.

(a) Slashdot - Neighbourhood (b) Slashdot - Prediction (c) Stanford - Neighbourhood (d) Stanford - Prediction

Figure 5: Fitting of sir model prediction with selected hashtags diffusion from Twitter in March 2013. The data
contains tweets with keywords “#conclave signaling” (2108 tweets) and “#EuropeLeague Steaua” (2351 tweets).

(a) #conclave (b) #EuropeLeague
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APPENDIX

A. SAMPLING

The most crucial and time consuming operation in our
algorithms is drawing an element form a set with a probability proportional to some dynamic integer value. This
problem is known in literature as dynamic variate sampling and several solutions are known [36, 27]. More precisely, we
are interested in a data structure that, for a sequence of N non-negative weights summing up to M, provides two op-
erations: get (that retrieves an element) and update (that modifies its associated weight)\(^6\). Ideally, we would like to
have a data structures that require O(N) space while providing O(1) amortized time for get and update.

A well-known data structure based on binary trees [36] provides O(N) space and O(log(N)) time for both get and update. While slower than optimal, this data structure, has the clear advantage of having very low hidden multiplicative constants, making possible to retain almost all the memory saving described in the previous sections. Nevertheless, there are solutions that use slightly more space but support both operations in o(log N) time.

\(^6\)In our context, M = m is the number of edges m and N is the number of equivalences classes of nodes (N = n for directed graphs, N = o(n) for undirected ones).
Dynamic sampling.

For the case in which weights are fixed, the well known Walker’s alias method [35] provides an elegant and optimal solution. The algorithm requires an $O(N)$-time preprocessing step that has to repeated for each update operation. However, for the case of monotone decreasing weights, which applies to directed graph algorithms, we can define a simple and efficient variants of the algorithm based on rejection sampling. Each element is associated with an additional reject probability, given by the amount weight reduced by the previous extractions. Every time an element $i$ is drawn, we reject it with $\text{reject}_i$ probability and repeat the sampling.

It is easy to show that this reproduces the right distribution, and that the extraction per get operation can be constrained to $O(1)$ in expectation. Suppose, in fact, that overall the reject probability is less than $\frac{1}{2}$, then each get operation would require less than 2 samples in expectation. We can then repeat the $O(N)$ time preprocessing every time the total weight has been decreased by half. The total cost for $O(M)$ get and updates is then $O(M) + N \log(M)$ for the initializations. In our algorithms this gives $O(1 + \frac{\log(m)}{d})$ amortized cost per get, where $d$ is the average degree. This is practically $O(1)$ because $d$ is in general larger or comparable to $\log(m)$.

This algorithm while easy to implement and very efficient, cannot be applied to the case where the matrix data structure is used. In such case, weights can increase as well – nodes can be moved to a new class. However, for this case, Matias et. al [27] algorithm provide a constant time solution which uses space $O(N)$. This general purpose data structure can be applied to all our algorithms proving that $O(1)$ time and $O(N)$ is achievable as stated in the previous sections. Although optimal in the asymptotic sense, this data structure is rather complex to implement. While we have not conducted a thorough experimental evaluation, we found that the simpler data structures discussed previously behave quite well in practice, and are easy to implement.

B. REFERENCES